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The study of the classification of patterns of two different
categories has been undertaken in the framework of
quantum neural network (QNN) in a three- qubit system
using the method of repeated iterations in Grover's
algorithm. Operator describing an inversion about average
has been constructed as a square matrix of order eight,
the phase inversion operators and corresponding iteration
operators for patterns separately representing two different
categories have been derived and various possible
superposition as the choice for search states for the
classification of these patterns have been obtained for
starting states consisting of two patterns and a single
pattern respectively. It has also been demonstrated that on
second iteration of the exclusion superposition by the

corresponding iteration operators, the patterns are most

suitably classified using the Grover’s algorithm with two -
pattern start- system. Evaluating different probabilities for
the separate classifications of patterns of two different

categories, with one-pattern start-states respectively, on

operating various possible superposition separately by the
corresponding iterative  operators, it has been
demonstrated that the respective supervision of inclusion
as the search states provide the ideal choices for the
classification of these patterns.

%TRODUCTION

nn last fifteen years quantum entanglement [1]fiaged important role in the fields of

guantum information theory[2, 3], quantum compy®rsuniversal quantum computing
network[5], teleportation[6], dense coding[7, 8kognetric quantum computation[9,10] and
guantum cryptography[11-13]. Basis of entangleniefihe correlation that can exist between
qubits. From physical point of view, entanglemenstill little understood. What makes it too
powerful is the fact that since quantum statest@dssuperposition, these correlations exist in
superposition as well and when superposition isragsd, the proper correlation is somehow
communicated between the qubits [14]. It is thismownication that is the crux of
entanglement. Entanglement is one of the key ressurequired for quantum computation
PCM 0230195
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and hence the experimental creation and measurepfephtangled states is of crucial
importance for various physical implementationgjedntum computers.

Singh and Rajput have recently explored [15] théamglement as one of the key
resources required for quantum neural network (QNé§tablished [16] the functional
dependence of the entanglement measures on spialatmm functions, worked out the
correspondence between evolution of new maximailtgrggled states (Singh-Rajput MES) of
two-qubit system and representation of SU(2) grau investigated [16] the evolution of
MES under a rotating magnetic field. They have gieoformed the pattern association
(quantum associative memory) [17, 18] and patttassifications [19, 20] by employing the
method of Grover’s iteration [21] on Bell's MES [2@nd Singh-Rajput MES in two-qubit
system and demonstrated that for all the relatextguases (memorization, recalling, and
pattern classification) in a two-qubit system SkiRggput MES provide the most suitable
choice of memory states and the search states.yiagpthe method of Grover’s iterate on
three different superposition in three-qubit systérhas been shown [20, 23] that the choice
of exclusive superposition, as the search statepast suitable one for the desired pattern
classifications based on Grover’s iterative seatgbrithm.

In the present paper the study of the classificatif patterns®, andP, of two different
categories has been undertaken in the frameworuahtum neural network (QNN) in a
three-qubit system using the method of repeatedtioms in Grover’s algorithm. Operator
describing an inversion about average has beertrooted as a square matrix of order eight,
the phase inversion operators and correspondimgtitte operators for patterns separately
representing two different categories have beeiveltrand various possible superposition as
the choice for search states for the classificatbrthese patterns have been obtained for
starting states consisting of two patterns anchglsipattern respectively. The probabilities
of correct classification of the pattei), incorrect classification of other patterns iasd of
pattern P, and irrelevant classification (other than thatwhich we are interestede. the
patterns not belonging to class Bf) respectively and the total probability of dedire
classifications and the conditional probability afrrect classification of the pattef on
repeated iterations of all possible superposition tivo- patternstart-states have been
evaluated and tabulated in three tables. Analyzhmse results and also their graphical
comparative behavior, it has been shown that theerpesition of exclusion is the most
suitable choice as the search state for classditadf patternsP, by using the Grover’'s
algorithm of repeated iterations with two-pattetarts state. All these probabilities have also
been evaluated for the classification of patteéPps and it has been shown that on second
iteration of the superposition of exclusion by twgresponding iteration operator the pattern
P; is also most suitably classified using the Gravalgorithm with two- pattern start state.
It has also been argued that on second iteratiothefexclusion superposition by the

corresponding iteration operators the pattePpsand P, respectively are most suitably
classified using the Grover’s algorithm with twatiern start- system.
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Different probabilities have been evaluated for Heparate classifications &, and
P, with one-pattern start-stateB, and P; respectively, on operating various possible
superposition separately by the correspondingtiteraperators and it has been demonstrated
that the respective superposition of inclusionhesgearch states provide the ideal choices for
the classification of patterr’y and P, respectively. It has also been demonstrated thth®
repeated iterations by these iteration operat@pedively, the respective superposition of
exclusions are the most suitable choice as tbperive search states for the separate
classifications of pattern®, with patterns®, as one- pattern start -state and tha?,ofith
PatternP, as start-state.

STATE PREPARATION FOR GROVER’S ITERATIVE METHOD OF PATTERN

CLASSIFICATION

et us considerB = {0,1} and let the set = {(x;, y;)} be a set of m pairs of points,

in B™ andy; in B. In pattern classification a quantum system isstoicted for correctly
labeling points irf" and for generalizing in a reasonable way to labieér points belonging to
B™ , which do not belong t&. Thus in pattern classification such a quanturstesy is
constructed that approximates the functfo®™ — B from which the seT was drawn. There
are three different approaches to state prepardiased on information in s&tof (n + 1) two
states quantum systemp((> and | 1 >);

(i) Inclusion, (i) Exclusion, (iii) Phadaversion
Inclusion is most intuitive where basis statesindt have zero coefficients and thoseTin
have non-zero coefficients in the superposition:
1
|"pinc > = ‘/_mZ(xiyieT |xi Yi > e (2.2)
Exclusion is an opposite approach, where basiesstatT have zero coefficients and
those not inl have non-zero coefficients in the superposition:
1
|Wexc >= ﬁZ(xiyﬁT |xi Yi > (22)
In Phase Inversion, all basis states are includéd eoefficients of equal amplitudes but
with different phases based on membership:in
1
| q"ph> :\/Z_n(inyieET | Xy > — inyieT | Xi Vi >) (2-3)

After state preparation, the pattern classificatioay be performed in straight forward
approach employing the method of Grover’s iterathich is described as a product of
unitary operator$iR applied to quantum state iteratively and probgbitif desired result
maximized by measuring the system after apprapriaimber of iterations. Here the
operatoiR is phase inversion of the state(s) that we wisloliserve upon measuring the
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system. It is represented by identity matrix | wilagonal elements corresponding to desired
state(s) equal to -1 and the operdiatescried as an inversion about average:

If |w>= ﬁz(xiyimn |x;y; > then G=4w>< w| —1 .. (2.4)

For a three qubit system the general data is septed as state of superposition
1
¥ > ﬁ[ |000 > +]001 > +]|010 > +]011 > +|100 > +|101 > +|110 >

+]111 >]... (2.5)

Substituting this superposition into eqn. (2.4)e wet the following operatd,
describing an inversion about average:

whereg;; = =3 and g;; =1 fori # j, withi,j=1,2...... 8

Thus we have

—3 1 1 1 1 1 1 17
17 -3 1 1 1 1 1 1
1 1 -3 1 1 1 1 1

~ 11 101 -3 1 1 1 1

=31 1 1 1 -3 1 1 1 - (27)
1 1 1 1 1 -3 1 1
1 1 1 1 1 1 -3 1
1 1 1 1 1 1 1 -3

The phase inversion matriR may be constructed according to the patterns to be
classified and then multiplying this matrix withetimatrixG of equation (2.7) we may get the
following unitary matrix to be used in the methdd3sover's iterate

D =GR ... (2.8)

which can be applied onto quantum search statatiitely and probability of desired correct
pattern classification can be maximized by meaguttie system after appropriate number of
iterations.

eLASSlFlCATION OF PATTERNS OF TWO DIFFERENT CATEGORIES

RESPECTIVELY

ethod of Grover’s iteration for pattern classifioatin a three qubit system can be

applied for the separate classifications of pa#t€fnand P, by using Quantum Neural
Network (QNN). The dealer wants a machine with aadesensors, which measures three
properties (parameters) of the objects of thesegoates : shape, texture and weigh:
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P=|texture

weight

shape
| .. (3.1)

The sensor with output as the shape will give thé& object is round and O if it is
elliptical. The texture sensor will give the outfdutf it is smooth and O if it is rough and the
weight sensor will give the output 1 if weight dfetobject is greater than 1 pound and O if
weight is less than 1 pound. Therefore, a prototyfpihe objects of first category would be
represented by the pattern

1
P1=lo| or |100> ... (3.2
0
and a prototype of the object of second categomylavaepresented by the pattern
1
PZ:llj or |110> ... (3.3)
0

Based on minimum Hamming distance the patterns>[0j0@1>, |100> and |101> belong
to the clas<; containing |100> and other patterns of the usualettgubit systeme. |010>,
[011>, |110> and |111> belong to the clésscontaining [110>. Let us find the respective
probabilities of classifications of patter®s and patterng; separately in the following
subsections.

(A) Classification of Patterns P,

For the classification of pattem,, given by eqn. (3.3), the phase inversion opefito
of egn. (2.8) can be represented in terms of theWfong matrix

1 0 0 0 0 0 0 017

=e))
Il

0 0 0
0 0 0

0 0 0

) - .. (3.4)
0 0 0

0

[Nl NN N
SO OO O
[=NeNoNol Y]
SO ORrRr OO

0

1

0 -1 0

‘0 0 0 000 0 1
Substituting it into eqn, (2.8), with operai@r given by eqn. (2.7), we get the following

operator of the method of Grover’s iterationsdlassification of the state |[110>Py) :

—3 1 1 1 1 1 -1 17
1 -3 1 1 1 1 -1 1
1 1 -3 1 1 1 -1 1
A _ap_1|1 1 1 -3 1 1 -1 1
D—GR—Z 1 1 1 1 -3 1 -1 1 ... (3.5)
1 1 1 1 1 -3 -1 1
1 1 1 1 1 1 3 1
L1 1 1 1 1 1 -1 -3
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Let us consider the following choices of startestdbr the classification of the patteétn
(i) Two-Patterns State

Let us consider the start state as consisting efptitterns®, andP,. Then the set T of
Section-2 is given by

T = {(x; y:)} = {100,110} ... (3.6)
Then superposition, given by equation (2.1)-(208y be written as

|Winc>=%[|1oo>+|11o >] ... (3.7)
[Wexc > = [|000 > +]001 > +]010 > +]011 > +]101 > +[111 >] ... (3.8)

and|Wphi > = vignooo > +]001 > +]010 > +]011 > —|100 > +|101 > —|110 >

+[111 >] ... (3.9)

107 117 17
0 1 1
0 1 1
or Yinc >= % g |Wexc >= % (1) |Wphi >= % _11 ... (3.10)
0 1 1
1 0 -1
L0 L1 L1

where ‘1’ denotes the presence of the correspondiggn state in the superposition and ‘0’
denotes its absence

With this operator let us find the probability afreect classification upon measurement
on each iteration of Grover’'s search applicatiorabrihree superpositiofWinc >, |Wexc >
and |Wphi >. For the classification ofP, let us denote the probabilities of correct
classification (110), incorrect classification het patterns in clags i.e. 010,011 and111)
and irrelevant classification (other than that ihich we are interested i.e. patterns not
belonging to clas€, ) as P, , P, and P, respectively. The total probability of desired
pattern classification (patterns of cla3s) is

P=P.+P, ... (3.12)
and the conditional probability (if the desiredtpat is classified then the probability that the

classification will be the correct one) may be teritas

Pc
Pc+Py

.. (3.12)

Pcond =

Let us find all these probabilities after differétarations of the operatd of egn. (3.5)
by using|Winc >, |Wexc > and |Wphi >. as respective search states. After its firsaiien
on |Winc > the various probabilities are obtained as:
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Pe = 0.5; Py = 0; P =0.5;P = 0.5 and Prppg = 1 ... (3.13)

These probabilitieafter different number of iterations of the oper:D are given in the
Table-3.1 where the first row shows the number of iteratiand all these probabilities he
been shown in other respective rows after variterstions of Grover’'s search alghm on
|Winc >.

TABLE 3.1: Classification of P, taking both [100> and |110> as start state with
|Winc > Superposition

PATTERN RES1 RES2 RES3 RES4 RES5 RES6 RES7 RES8 RES9

Pc 0.49999| 0.12503| 0.03126| 0.38279| 0.56445| 0.25827| 0.00012| 0.24177]| 0.56025

Pw 0| 0.3751|0.09377| 0.21099] 0.05275(| 0.03663| 0.44861| 0.04037| 0.05956

Pr 0.49999| 0.50013| 0.87505| 0.40627| 0.3828| 0.7051| 0.55127| 0.71786| 0.38014

P 0.49999| 0.50013| 0.12503| 0.59378| 0.6172| 0.2949| 0.44873| 0.28214]| 0.61981

Pcond 1 0.25 0.25| 0.64466| 0.91454| 0.87579| 0.00027| 0.85692| 0.90391
Probabilities after various iterations of Grover's Search Algorithm on |Winc>

This table shows that with the supervis|Winc > as the search state the probability
the correct classification of patteP, never exceeds 56% up to nine iterations while
probability of classification of irrelevant patter becomes as high as 87.5% on third iter:
and it never falls belov38%. Thus the superpositigi?inc > is not a suitable choice
search state for the classification of patt?, by using Grover's method of repea
iterations.

After first iteration of the operatcD of eqn. (3.5) on|Wexc >, we get the varics
probabilities as

P;= 0.375034P,, = 0.12497 P, = 0.500004P = 0.875054nd P,yp,= 0.85718.
.. (3.14)

These probabilities after different number of itemas of the operatcD on |[Wexc > are
given in the following table (Tak-3.2).

TABLE 3.2: Classification of patterns P,with Superposition |[Wexc > as search state

PATTERN | RES1 |RES: |RES3 | RES4 | RES5| RES6 REST RESS8 RES9

Pc 0.375030.8438{{0.585990.05272/0.177240.741490.75812/0.1979360 |0.04133
Pw 0.124970.03127|0.195380.236380.4107 | 0.014780.011020.4001131 |0.24044
Pr 0.5 0.1250:{0.218820.71096 0.412170.243650.23079 0.4019707 |0.71833
P 0.5 0.875. |0.781370.28909 0.587940.75628 0.76914/0.5980491 |0.28177
Pcond 0.750080.9642¢|0.749950.182350.30146 0.98045 0.98568 0.33096948 |0.146689

Probabilities after various iterations of Grove®sarch Algorithm ol
Algorithm on Yexc>
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This table shows that the probability of correcssification of the patterB, (Apples)
with the superpositiorf¥phi > never exceeds 56.4 % ( on third and seventh ibejagvhile
the probability of irrelevant classification is laigh as 87.5% ( first and ninth iterations) and
it never falls below 38%. The probability of desirelassification also never exceed 60% in
this case. Thus the superposid¥phi > is not a suitable choice of search state for the
classification of patterR, by using Grover's method of repeated iterations.

The comparative periodic behavior of probabilittéscorrect classification of pattei?)
for all the three superpositig¥inc >, |Wexc > and|¥phi > respectively as the search
state in the method of Grover's repeated iteratisriseing shown in Fig-3.1. It is observed
that the probability of correct classification nevexceed the limit of 56% in case of
inclusion| v, >and Phase inversidwphi >, whereas in the case of exclusion this
probability reaches up to 84% in second iteratidius the choice of inclusion
superpositiodwmC > and phase inversion superpositibmphi > as the search state for the
desired pattern classification based on Groveggtiive search algorithm are not suitable,
whereas the choice df‘l’exc > as search state for the desired pattern classificéiased on
Grover’s iterative search algorithm is most suiaibithe measurement is made after second
iteration.
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Figure-3.1: Probability of Correct Classification of Patterns P, for Three Different Superposition

The similar comparative periodic behavior of tqiedbability of desired classification of
patternP, for all the three superpositigi¥inc >, |Wexc > and|Wphi > respectivelyas
the search state in the method of Grover’s repetgeations is shown in Fig-3.2 which also
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demonstrate the suitability of the superpositi¥exc > as the choice for proper search state
for the classification of the patter®, in the method of Grover's algorithm of repeated
iterations.
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Figure-3.2: Total Probability of Desired Classification of P, for Three Different Super position

The comparative periodic behavior of m@ialbity of irrelevant classifications of
patternP, for all the three superpositigi¥inc >, |Wexc > and|Wphi > respectivelyas
the search state in the method of Grover’s repeitteations is shown in Fig-3.3. It shows
that the probabilityP, of the irrelevant classifications is as high a868@n first and ninth
iterations if the superposition|Wphi > is chosen as the search state in the method of
Grover’s repeated iterations for pattern clasdifica In the case of superpositiofWinc >
this probability of irrelevant classifications isome than 87.5% on third and eleventh
iterations. In view of such high possibilities afelevant classifications none of these
supervisions|Wphi > or [Winc > is suitable as the search state for the requpsteer
classification. On the other hand, when the sugtipo |Yexc > is chosen as the search
state in the process of pattern classification dbame Grover’s algorithm, the probability of
irrelevant classifications never exceeds 71% and ibwest (negligibly small) on second
iteration ( when the probability of correct pattectassification is maximum). Thus the
superposition |Wexc > is the most suitable choice as a proper sestath for the correct
classification of the patternP, in the method of repeated iterations based on &tov
algorithm.
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Figure-3.4 shows the comparative behavior of damthl probability (if the desired
pattern is classified then the probability that thessification will be the correct oné),,.4
given by eqgn. (3.12). This figure also demonstrtite superiority of the superposition
|[Wexc > as the choice of search state in the classificatif patternP, if the measurement
(classification) is made on second iteration, sitiee conditional probability shown in this
figure is maximum on second iteration for thipeyosition|Wexc > in comparison to the
probabilities for other superpositiof¥inc > or |¥phi >.
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Figure-3.3: Probability of Irrelevant Classification for Three Different Super position

Figure-3.4 shows the comparative behaviorarfditional probability (if the desired
pattern is classified then the probability that thessification will be the correct oné),,.,
given by eqgn. (3.12). This figure also demoristrine superiority of the superposition
|[Pexc > as the choice of search state in the classifinatif patternP, if the measurement
(classification) is made on second iteration, sitle conditional probability shown in this
figure is maximum on second iteration for thipeyosition|Wexc > in comparison to the
probabilities for other superpositiof¥inc > or |¥phi >.
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Figure-3.4: Conditional Probability of Correct Classification for Different Superposition
(if) One Pattern State
Let us first take patterP; as the start state for the classification of patP, , given as
[110>, by the method of Grover’'s algorithm basedrepeated iterations of the opere
D given by eqn.(3.5)Thus we havT = {(x;, y;)}= {|100 >}. Then using egns. (2.1), (2.
and (2.3) we get the following different superpiasitas the possible choices for search ¢

[Winc > = [|100 >] ... (3.15)
|Wexc > = %nooo > +[001 > +]010 > +]|011 > +|101 > +|110 >

+]111 >] ... (3.16)

|Wphi > = —[|000 > +]001 > +]|010 > +|011 > —[100 > +|101 > +|110 >

1
NAL

+|111 >] ... (3.17)
which may also be written

_O_

.
[N
.

|Pinc > = |[Wexc >= |Wphi >= (3.18)

-1

R RROR PR

Scoorooo

.
[ERG SR
.
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The first three repeated ojations of the operatoD, given by eqn.(3.5), on tt
superposition¥inc > respectively give the following probabilities of roect patterr
classification P.); incorrect classification Py,); irrelevant classification P;), desired
classification P); and the conditional classificatioP,,,):

Pe = 6.25%; Py, = 18.75%; Pr = 75%; P = 25%; P.ong = 25% ... (3.19)

Pr = 14.06%; Py = 4.69%; Pp = 81.25%; P = 18.75%; Prona = 77.87% ... (3.20)

P; =14.36%; Py = 3.17%; P = 82.5%; P = 17.47%; P.pnqy = 82.20% .. (3.21)
and on the fourth iteration the results of firgréttion are repeated. Thus the probability
correct pattern classification wi|%inc > as search state never exceeds the limit of 15%
the probability of irrelevant claification does not fall below 75% and hence thipesuision

is not a suitable choice as search state for hsification of patterrP, with patternP, as
start state in the method of pattern classificatiased on Grover’s algorith

The results bvarious iterations on the superposit|¥phi > are given in Tab-3.3

TABLE 3.3: Classification of Appletaking |100> asstart state with the Phase Inverse

Super position
PATTERN [RES1  |RES2  |RES3  |RES4  |RES5  |RES6  |RES7  [RES8  [RES9  [RES10 [RES11
Pc 0.49999| 0.49999/ 0.12503| 0.03126| 0.38279] 0.56445| 0.25827| 0.57699| 0.24177| 0.56025/| 0.39829
Pw 0.00000| 0.00000| 0.37510| 0.09377] 0.21099| 0.05275| 0.03663| 0.18125| 0.04037| 0.05956| 0.20016
Pr 0.49999| 0.49999]| 0.50013| 0.87505| 0.40627| 0.38280| 0.70510| 0.24167| 0.71786| 0.38014| 0.40158
P 0.49999] 0.49999] 0.50013 0.12503] 0.59378| 0.61720| 0.29490| 0.75825| 0.28214| 0.61981| 0.59844
Pcond 1.00000| 1.00000| 0.25000( 0.25000( 0.64466| 0.91454| 0.87579| 0.76096| 0.85692| 0.90391| 0.66554

Probabilities after various iterations of Grover's Search Algorithm on [Pphi=

It demonstrate the unsuitability of the superposit|¥phi > as the search state for 1

classification of patternP, with patternP, as start state in the method of pattern classifio:
based on Grover’s algorith

In the similar manner thdifferent probabilitief classification of patterP, on various
iterations of the superpositiWexc >., taking |[100> as start stathave been calculated a
it has been shown thatfith this superposition the probability of corretassification become
higher than 87% on sixth iteration with the probgbof irrelevant classification lower the
11% and the probability of desired pattern higthant89% and the conditional probability

the correct pattern classification as high as 98.Bktis the superpositio|Wexc > is most
suitable choice as searctate here also.

Let us now take pattelP, as the start state for the classification of patP, , given as
[110>, by the method of Grover's algorithm basedrepeated iterations of the opera

D given by eqn.(3.5). Then using egns. (2.1), 1and (2.3) we get the following differe
superposition as the possible choices for seaath
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|Winc > = |Wexc >= |Wphi >= ... (3.22)

O T S Y
.

RO OO OO O
OR PR RR R

-1

il 1] L1
The first four repeated operations of the operdiprgiven by eqgn. (3.5), on the

superpositionWinc > of eqns. (3.22) respectively give the followinglpabilities:

Pr = 56.25%; Py, = 18.75%; Pz = 25%; P = 75%; Pona = 75% ... (3.23)
P; = 67.5%; Py = 5.5%; Py = 27%; P = 73%; Pegna = 92% ... (3.24)
P. = 91.8%; Py = 6%; Py = 2.2%; P = 97.8%; Peyna = 93.9% ... (3.25)
Pe =57%; Py = 13%; P = 30%; P = 70%; P.ong = 81.4% ... (3.26)

These results show that on third iteration of sppsition|Winc > the probability of
correct pattern classification is as high as 91.8%,probability of irrelevant classification is
negligibly small and the probability of the desirgdssification is as high as 97.8%. It is also
interesting to note that with this superposition this case the probability of correct
classification never falls below 56% and the prolitgbof irrelevant classification never
exceeds beyond 30%. Thus this superposition asdhkeh state provides the ideal choice for
the classification of the pattefy with its own starting state.

The repeated operations of the operdiprgiven by eqn. (3.5), on the superposition
|[Wexc > and |Wphi > of egns (3.22) demonstrate here that the prababil the correct
pattern classification does not exceed the limittd% and the probability of the irrelevant
classification does not fall below 65% on any numbé iterations with any of these
superposition as the search state. Thus none sé thaperposition is the suitable choice for
the classification of patter®, with its own starting state in the Grover’s alg¢fom of repeated
iterations.

(B) Classification of Pattern P,

For the classification of pattef®, given by eqn. (3.2), the phase inversion opefito
of egn. (2.8) can be represented in terms of theviong matrix

0 0 O

.. (3.27)

=

Sococoocococo -
coocococom
coococoro
coocomr oo
cocolococoo
co, . o000
ocroofPeee
mrooofPeee
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Substituting it into eqn, (2.8), with operat@r given by eqn. (2.7), we get the following
operatorD of the method of Grover's iterations for clagsition of the state [100>:

—3 1 1 1 -1 1 1 17
1 -3 1 1 -1 1 1 1
1 1 -3 1 -1 1 1 1
=~ _ ap 1] 1 1 1 -3 -1 1 1 1
D =GR = a1 1 1 1 3 1 1 1 ...(3.28)
1 1 1 1 -1 -3 1 1
1 1 1 1 -1 1 -3 1
-1 1 1 1 -1 1 1 -3

First iterations of this operator on the searcleqtiinc > of eqns (3.10) with the start
state of two patterns , given by eqgn. (3.6), we thet following values of the different
probabilities related with the classification ofpatternp; ;

P, = 0.5, Py, = 0; P, =0.5;P = 0.5 and P,ypq = 1

which are exactly same values as given by eqn3)&dd the results of other iterations are the
same as given in table-3.1. Thus for the clasgifinaof patternP, also the superposition
|Winc > is not a suitable choice of search state in Grewaethod of repeated iterations.

In the similar manner, the repeated iterationshefdperatoD, given by eqgn. (3.28), on
the superpositiofWexc > and |¥Yphi > give the similar values of various probabilities a
shown in Table-3.2 and Table-3.3 respectively agrack the superposition of exclusion is the
most suitable choice as the search state for fitd8in of P;also by using the Grover’s
algorithm of repeated iteration¥hus on second iteration of the superpositjtexc > of
eqgns. (3.10) by operators separately given by eqgns. (3.5) and83te patterns®, and P,
are most suitably classified respectively using @rever’s algorithm with two pattern start
system given by eqn.(3.6).

Let us now take pattei, (|]110>) as the single pattern start state forcthssification of
patternP; by the method of Grover’s algorithm based on aépe iterations of the operator
D given by eqn.(3.28). Then the three superpositiefindd by eqns. (2.2), (2.3) and (2.4)
have the forms given by eqns. (3.22). The repeapstations of the operatd, given by
eqgn. (3.28), on the superpositipiinc > of eqns. (3.22) give the same results as shown by
egns. (3.19), (3.20) and (3.21). Thus the prolgbdf correct pattern classification with
|[Pinc > as search state never exceeds the limit of 15%tlaadorobability of irrelevant
classification does not fall below 75% and hendg sperposition is not a suitable choice as
search state for the classification of pattétn with patternP, as start state in the method of
pattern classification based on Grover’s algorithm.

Applying the operatoD of eqn.(3.28). on the superpositid¥phi > of eqns. (3.22), we
get



Acta Ciencia Indica, Vol. XLVII-P, No. 1 to 4 (2021 53

_O_
0
0
= . 110
D |Wphi > = %l ... (3.29)
0
1
n
which give the following probabilities of patteriassifications:
P, =0.5; Py, =0; P, =05P=05P,,4 =1 ... (3.30)

Further iterations of this superpositiofVphi >) by operator D given by eqgn.(3.28)
give the same results as shown in Table-3.3 . Tihes probability of correct pattern
classifications does not exceed the limit of 50%irst five iterations and remains below 60%
on any number of further iterations. It demonssathe unsuitability of the superposition
|[Wphi > as the search state for the classification depatP; with patternP, as start state in
the method of pattern classification based on Gteagorithm.

In the similar manner the different number ofate®ns of the superpositig¥exc >

by operatorD given by eqn.(3.28) we get the same values denatimgjrthat with this
superposition the probability of correct classifica becomes higher than 87% on sixth
iteration with the probability of irrelevant clafisation lower than 11% and the probability of
desired pattern becomes higher than 89% and tidit@mmnal probability of the correct pattern
classification as high as 98.5%. Thus the supetipasiWexc > is most suitable choice as
search state for the classification of pattédtnwith patternP, as start state in the method of
repeated iterations based on Grover’s algorithm.

Finally, let us take patterP, as the start state for the classification ofgratP?; by the

method of Grover's algorithm based on repeatechtitans of the operatoD given by
eqgn.(3.28). Different possible choices of searahestare then given by eqgns. (3.18). The first
iteration of the superpositiofi¥inc > of eqns. (3.18), we get

D|¥inc > = —i ... (3.31)

which give following probabilities:
P, = 0.5625; Py, = 0.1875; P = 0.25; P = 0.75: P.ypq. = 0.75
which are the same results as given eqgn. (3.23)t teee iterations of%inc > of eqgns.

(3.18) by operatorD of eqn. (3.28) give the same values of all thasbabilities as given by
egns. (3.24), (3.25) and (3,26). These results shinat on third iteration of
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superposition¥inc > the probability of correct pattern classificatisras high as 91.8%, the
probability of irrelevant classification is neglidy small and the probability of the desired
classification is as high as 97.8% and this supstipn as the search state provides the ideal
choice for the classification of the pattétn with its own starting state.

The repeated operations of the operdtorof eqn.(3.28), on the superpositipHexc >
and |Wphi > of egns. (3.18) demonstrate here also that thleghility of the correct pattern
classification does not exceed the limit of 10%d ahe probability of the irrelevant
classification does not fall below 65% on any numbé iterations with any of these
superposition as the search state and hence nahes# superposition is the suitable choice
as the search state for the classification ofepaff; with its own starting state.

plSCUSSION

or the classification of patter®- of eqn. (3.3) by using quantum neural network

(QNN) in a three- qubit system, the phase inversiperatorR has been obtained in the form
of matrix given by eqn. (3.4) which leads to themorD , as given by eqn.(3.5),for repeated
iterations in Grover's algorithm of pattern claigsifion. Equations (3.10) give the possible
superposition for the choice of search state wihth two-pattern start state shown by eqn.
(3.6). The probabilitie®., P, and Py of correct classification of the patterr%, incorrect
classification of other patterns in classi.e. 010,011 and111 and irrelevant classification
(other than that in which we are interested i.¢tgpas not belonging to class ) respectively
and the total probability of desired classificaocand the conditional probability of correct
classification of the patter®, on repeated iterations of the superpositjgtinc > by the
operatorD of egn. (3.5) are given in Table-3.1 showing thi superposition is not a suitable
choice of search state for the classification dfgga P, by using Grover’'s method of repeated
iterations. Table-3.3 of various probabilities dassifications of patterr’, on various
iterations of the operatab of eqn. (3.5) on the superpositiof’phi > shows that this
superposition alsds not a suitable choice of search state for thestication of patter®,

by using Grover's method of repeated iterationsabl@&-3.2 of all these probabilities after
different number of iterations of the operalbon the superpositiof¥exc > shows with this
superposition as search state we get suitably pighability of the correct classification of
the patternP, and hence the superposition of exclusion is thetrsaitable choice as the
search state for classification of these pattéty) lfy using the Grover's algorithm of
repeated iterations with two-pattern start statemgiby eqn. (3.6).

Figure-3.1, describing the comparative perioditidweor of probabilities of correct
classification of patter®, for all the three superpositigWinc > , |WPexc > and|¥phi >
respectively as the search state in the method of Grover's teddterations, shows that the
probability of correct classification never exceedthe limit of 56% in case of
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inclusion| v >and Phase inversidwphi >, whereas in the case of exclusion this
probability reaches up to 84% in second iteratidius the choice of inclusion
superpositiodwmc > and phase inversion superpositibmpm > as the search state for the
desired pattern classification based on Groveggative search algorithm are not suitable,
whereas the choice df‘*’exc > as search state for the desired pattern classificédiased on
Grover’s iterative search algorithm is most suiaibithe measurement is made after second
iteration. Figure-3.2 showing the comparativeigmic behavior of total probability of
desired classification of pattefy for all the three superpositigi¥inc > , |Wexc > and
|[Pphi > respectively as the search state in the method of Grover’s tegaterations also
demonstrates the suitability of the superpositlBaxc > as the choice for proper search state
for the classification of the patter®, in the method of Grover's algorithm of repeated
iterations. Fig-3.3 shows that the probabiliy of the irrelevant classifications is as high as
87% on first and ninth iterations if the superfiosi |¥phi > is chosen as the search state in
the method of Grover's repeated iterations for grattclassification. In the case of
superposition |Winc > this probability of irrelevant classifications isore than 87.5% on
third and eleventh iterations. In view of such hpgissibilities of irrelevant classifications also
none of these supervisionpPphi > or |Winc >, is suitable as the search state for the
requisite pattern classification. This figure asémws that when the superpositiifexc > is
chosen as the search state in the process ofrpatéssification based on Grover’s algorithm,
the probability of irrelevant classifications nevexceeds 71% and it is lowest (negligibly
small) on second iteration ( when the probabilitgarrect pattern classification is maximum).
Thus for the measurement on second iterationuperpositionWexc > is the most suitable
choice as a proper search state for the corrassification of the patter®, by the method of
repeated iterations based on Grover's algorithmigure-3.4 showing the comparative
behavior of conditional probability,,,, defined by eqgn. (3.12), also demonstrates the
superiority of the superpositiofi¥exc > as the choice of search state in the classifioatf
pattern P, if the measurement (classification) is made onowsédciteration, since the
conditional probability shown in this figure is maum on second iteration for this
superpositiof®exc > in comparison to the probabilities for other syyosition |Winc > or
|Wphi >.

Equations (3.18) give the possible superpositisrthe choice of search state taking
patternP, as single pattern start state for the classifineof patternP, by the method of
Grover’'s algorithm based on repeated iterationsthaf operator D given by eqn.(3.5).
Relations (3.15)-(3.19) demonstrate that the priibalof correct pattern classification with
|[Pinc > as search state never exceeds the limit of 15%tlaadorobability of irrelevant
classification does not fall below 75% and hendg sperposition is not a suitable choice as
search state for the classification of patteiys with patternP; as start state. The results of
various iterations of this operator on the supetjos |¥phi > are given in Table-3.3
demonstrating the unsuitability of the superpogitigWphi > as the search state for the



56 Acta Ciencia Indica, Vol. XLVII-P, No. 1 to 4 (2021

classification of patternP, (Apples) with patterrP; as start state in the method of pattern
classification based on Grover’s algorithm. It lsés0 been shown that by the operations of
the operatorD, given by eqn.(3.5), on the superpositifHexc > the probability of correct
classification becomes higher than 87% on siehatton with the probability of irrelevant
classification lower than 11% and the probabilitydesired pattern higher than 89% and the
conditional probability of the correct pattern dication as high as 98.5%. Thus the
superposition|WYexc > is most suitable choice as search state ircttge also.

Equations (3.22) give different superposition as plossible choices for search state for
the classification of patter®, with the single pattern starting statePastself. Results (3.23)-
(3.26) show that on third iteration of superposifi#inc > of eqns. (3.22) the probability of
correct pattern classification is as high as 91.8%,probability of irrelevant classification is
negligibly small and the probability of the desirgdssification is as high as 97.8%. It is also
interesting to note that with this superposition this case the probability of correct
classification never falls below 56% and the prdlitgbof irrelevant classification never
exceeds beyond 30%. Thus this superposition asehkeh state provides the ideal choice for
the classification of the patte® with its own starting state. On the other haral ifpeated
operations of the operat®; given by eqn.(3.5), on the superposit|ifexc > and |Wphi >
of egns (3.22) demonstrate here that the probghifithe correct pattern classification does
not exceed the limit of 10% and the probabilitytieé irrelevant classification does not fall
below 65% on any number of iterations with any luése superposition as the search state.
Thus none of these superposition is the suitabdéceHor the classification of pattefy with
its own starting state in the Grover’s algorithmrepeated iterations.

Phase inversion operat®r given by eqn. (3.27) for the classification oftpen P, leads
to the operatoD, given by eqgn. (3.28), for repeated iteration io¥@r’s algorithm of pattern
classification. The results of its repeated iteradion the search stgtiinc > of egns. (3.10)
with the start state of two patterns, given by €8t6), are the same as given in Table-3.1 for
the classification of patterR, with the same search state. In the similar martherrepeated
iterations of the operatdl, given by eqgn. (3.28), on the superpositi#fexc > and |Wphi >
give the similar values of various probabilitiessh®wn in Table-3.2 demonstrating that on
second iteration of the superpositipiexc > of eqns. (3.10) by operators given by eqgn.
(3.28) the patterd, is most suitably classified using the Grovergoaithm with two pattern
start system given by eqn.(3.6).

The repeated operations of the operdlor given by eqn. (3.28), on the superposition
|[Winc > of eqgns. (3.22) give the same results as showedg. (3.19), (3.20) and (3.21).
Thus the probability of correct pattern classificat with |[Winc > as search state never
exceeds the limit of 15% and the probability oklevant classification does not fall below
75% and hence this superposition is not a suitelfibéce as search state for the classification
of pattern P, with patternP, as start state in the method of pattern classificebased on



Acta Ciencia Indica, Vol. XLVII-P, No. 1 to 4 (2021 57

Grover’s algorithm. Similarly different iteratiorsf the superposition|¥phi >) of eqns.
(3.22) (by operatorD given by eqn.(3.28) give the same results as shiowfiable-3.3
demonstrating the unsuitability of the superpositi¢phi > as the search state for the
classification of pattern?; with patternP, as start state in the method of pattern classidica
based on Grover’s algorithm. In the similar mantier different number of iterations of the
superpositionWexc > of eqns, (3.22) by operatoD given by eqn.(3.28) we get the same
values of respective probabilities as for pattePs with PatternP; as the start state,
demonstrating that the superpositiflexc > is most suitable choice as search state for the
classification of patternP, with patternP, as start state in the method of repeated iteration
based on Grover’s algorithm.

Repeated iterations ¢®¥inc > of eqns. (3.18) by operatoD of eqn. (3.28) give the
same values of all these probabilities as giverdms. (3.24), (3.25) and (3,26) showing that
this superposition as the search state providesdée choice for the classification of the
patternP; with its own starting state. In the similar mantiee repeated operations of the
operatorD of eqn.(3.28) on the superpositiglexc >and |Wphi > of eqns. (3.18)
demonstrate here also that the none of these sugitop is the suitable choice as the search
state for the classification of pattdPp with its own starting state.

From the foregoing analysis it may be concludedt thia second iteration of the
superposition|Wexc > of eqns. (3.10) by) operator separately given by egns. (3.5) and
(3.28) the pattern®, and P, are most suitably classified respectively using rover’s
algorithm with two pattern start system given by.e8.6). It may also be concluded that on
the repeated iterations by these operators ragplgtthe superpositiofWexc > given by
egns. (3.28) and (3,22) respectively, is the rao#able choice as search state for the separate
classifications of patter®, with patternP, as start state and vice-versa respectively.
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